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The scale of the LSST big data (see the LSST document LSE-163):

Extremely fast ML inference is possible in the LSST big data era!

Estimating photometric redshifts of Pan-STARRS galaxies with multiple-
bin regression with neural networks (MBRNN) for potential applications 
in the LSST era (see Lee & Shin 2021).

Scoring the OOD likelihood of test galaxies to find objects requiring 
time-consuming statistical analysis (see Lee & Shin 2022).

Fine-level morphological classification in terms of the Hubble sequence 
by using deformable attention transformer (DAT) (Kang et al., ML4PS, 
NeurIPS, 2022).

Reliable classification of asteroids and discovery of unusual objects in 
terms of asteroid taxonomy (Roh et al. 2022; Choi et al. 2023).

If you are interested in ML applications with the LSST data, 

please, contact M.-S. Shin for possible collaboration.

ML inference

- Efficient ways to handle the big 
data with quick inference even 
though there are many issues and 
costs of training models.

- Difficult problems of acquiring 
right training data and training 
models in a right way.

- Find the out-of-distribution (OOD) 
data and consider (Bayesian) 
statistical inference for them.

Statistical inference

- Bayesian inference with MCMC is 
a right way to estimate 
asymptotically correct posterior 
distributions.

- MCMC and variational inference 
can be adopted together in addition 
to ML inference.

- When requiring fast statistical 
inference, consider variational 
inference.

Cat: |Δz| > 0.15.

LDCP: scores of OOD likelihood.

ID: in-distribution data,
LOOD: labeled OOD (stars and 
quasars),
UL: unlabeled data.

cat: cases of catastrophic error.

Figure. Taxonomy classification in unsupervised (left) and semi-supervised 
learning (right) (Roh et al. 2022).

Penttilä et al. 2022

Expected increase of 
unlabeled data in the LSST.
→ Importance of semi-

supervised and 
unsupervised learning.

Usage of rich information 
in the more LSST bands 
than the SDSS bands.
→ Requirements for better 
data and models.
→ Identification of 
important training samples 
requiring labeling (i.e., 
spectroscopy).

Figure. DAT model using 
multiple 2D data made 
of 480 x 480 pixels: 
galaxy images in five 
bands, single object 
mask per galaxy, and 
nan-value mask per band.

Figure. Distribution of the last layer’s attention 
as contours in the example galaxy for each class 
with r-band images.

Expected increase of 
unlabeled data

+
Imbalance of labeled 
training samples and 
covariate shift between 
training data and test data 
in the LSST era.
→ Importance of semi-
supervised learning and 
difficulty-based learning 
strategy.


